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Introduction Method

Problem Statement CILICIA Network Architecture
» Given an image of a human, the question is: how can someone effectively g :
predict the corresponding visual attributes? 1Strongly Correlated Tasks
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Motivation VGG-16 pre-trained

* Recognize visual attributes using multi-task (MT) classification and curriculum

learning l—‘—\

Contributions
* Introduced a curriculum learning paradigm to perform multi-task classification
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Ablation Studies
Results

i VIPeR Dataset
Group Random Split CILICIA (without kn%lvb:(e:élAge transfer) =0uin Dalase Multi-Task
Individual Multi-Task ultl-1as

Strongly 65.36 76.01 76.01 Group SVM | earning Learning C'-ICIA Group Learning ZMueta. il CILICIA
Weakly 63.08 71.80 69.91 Strongly Av. | 58.3 69.3 71.3 72.3 Strongly Av.| 73426  75.7+x32 851%10
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Q,: Is correlation-base split beneficial? Q.. Is knowledge transfer beneficial?
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Mull Tesk Leaming Combining curriculum learning with multi-task classification improves the classification accuracy up to 1%

In the SOBIR dataset and by approximately 6% in the VIPeR dataset.

Q3. Does CILICIA converge faster?
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