
Introduction

Adaptive SVM+: Learning with Privileged Information for Domain Adaptation

Problem Statement

• Transfer privileged knowledge between source and target domains to improve 

visual recognition

Motivation

• Leverage privileged information in a domain adaptation setup

Contributions

• Proposed an adaptive learning framework to cope with privileged information in 

the target domain

• Incorporated information from the source domain as privileged information

Overview

Background

Results
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Key Takeaway

Embedding the LUPI paradigm in a domain adaptation setup improves the recognition performance up to 3% 

in both the Animals with Attributes and INTERACT datasets.

Animals with Attributes Dataset 

Method AP

SVM 87.32

SVM+ [1] 87.58

Adaptive SVM [2] 87.94

RankTr [3] 87.93

LIR [4] 88.13

LMIBPI [5] 88.38

Adaptive SVM+ 88.66

Animals with Attributes Dataset

Method (Domain) AP

SVM (easy) 87.32

SVM+ (easy) 87.58

SVM (hard) 87.94

Adaptive SVM (hard) 87.93

SVM+ (hard) 88.13

Adaptive SVM+ (hard) 88.66

Source Domain
Clip Art Collection

Target Domain
Privileged Information: Clip Art Collection           Primary Information: Image Collection

Domain Transfer: Knowledge Transfer from Source Domain to Target Domain
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Adaptive SVM+
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Decision function of Adaptive SVM+
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Training and testing phases of Adaptive SVM+
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